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Experiments
Performance comparisons on POPE across 3 LVLMs with different architectures

Takeaways

DeGF: Self-Correcting Decoding with Generative Feedback 

Empirical Study

Introduction

We investigate the potential of utilizing text-to-image generative models in mitigating
hallucinations in LVLMs and demonstrate that these models can provide valuable
self-feedback for mitigating hallucinations at both the response and token levels.
We propose DeGF, a novel training-free decoding algorithm for LVLMs that recursively 
enhances the accuracy of responses by integrating feedback from text-to-image 
generative models with complementary/contrastive decoding.
Extensive experimental results across six benchmarks demonstrate that our DeGF
consistently outperforms previous approaches in mitigating hallucinations in LVLMs.
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Background: LVLMs often suffer from hallucinations, generating responses that are 
inconsistent with the visual input, limiting the models’ reliability in real-world scenarios.
Goal: In this work, we explore the potential of leveraging powerful text-to-image 
generative models (e.g., Stable Diffusion) to mitigate hallucinations in LVLMs.
Motivation: Text-to-Image Generation    Image-Conditioned Response Generation

If the generated response is non-hallucinatory, a text-to-image generative model 
should be capable of reversing this process to produce a similar image. 
Alternatively, if there is a discrepancy between the original image and the one 
generated from the response, this difference can serve as valuable self-feedback, 
guiding the decoding process to correct hallucinations in the initial response.

Our Approach: We propose DeGF, a novel training-free decoding algorithm for 
LVLMs that recursively enhances the accuracy of responses by integrating feedback 
from generative models with complementary/contrastive decoding.
Results: We demonstrate our DeGF can reduce various types of hallucinations, 
including object existence, visual appearance, counting, etc.

Response Level: Lower similarity 
between the original image and 
generated image corresponds to 
higher rates of hallucinations.
Token Level: JS divergence 
between probabilities derived from 
the original and the generated image 
corresponds well to hallucinations.
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We demonstrate that text-to-image generative models can provide valuable self-
feedback for mitigating hallucinations at both the response and token levels.

Performance comparisons on MME Performance comparisons on CHAIR

Efficiency: Our approach involves two 
queries and incorporates a text-to-image 
generative model to mitigate hallucinations, 
resulting in a 4.04× increase in latency and 
a 1.21× increase in GPU memory usage.

We consider two scenarios based on the token-level generative feedback:
Complementary Decoding: If two predictions are aligned on a specific token 
prediction, we confirm the original prediction as correct, and the auxiliary prediction 
from the generated image can be combined with the original one for enhancement.
Contrastive Decoding: Conversely, if there is a significant discrepancy between 
the predictions, we revise the original response by using the generated visual input 
as a contrasting reference to refine the initial next-token prediction.

Method Overview: We propose a self-correcting decoding approach that leverages 
generative feedback to confirm or revise the initial response by selectively enhancing 
or contrasting the logits for each generated token based on the measured divergence 
between the two predicted probability distributions .


