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Abstract

Being able to understand visual scenes is a precursor
for many downstream tasks, including autonomous driving,
robotics, and other vision-based approaches. A common
approach enabling the ability to reason over visual data is
Scene Graph Generation (SGG); however, many existing
approaches assume undisturbed vision, i.e., the absence of
real-world corruptions such as fog, snow, smoke, as well as
non-uniform perturbations like sun glare or water drops. In
this work, we propose a novel SGG benchmark containing
procedurally generated weather corruptions and other trans-
formations over the Visual Genome dataset. Further, we in-
troduce a corresponding approach, Hierarchical Knowledge
Enhanced Robust Scene Graph Generation (HiKER-SGG),
providing a strong baseline for scene graph generation under
such challenging setting. At its core, HiKER-SGG utilizes a
hierarchical knowledge graph in order to refine its predic-
tions from coarse initial estimates to detailed predictions. In
our extensive experiments, we show that HiKER-SGG does
not only demonstrate superior performance on corrupted
images in a zero-shot manner, but also outperforms current
state-of-the-art methods on uncorrupted SGG tasks. Code is
available at https://github.com/zhangce01/HiKER-SGG.

1. Introduction
Visual scene understanding and the ability to extract infor-
mation from images has made significant progress through
the development of deep learning [7, 16, 74]. Particu-
larly, Scene Graph Generation (SGG) [5, 87, 89] from vi-
sual inputs is a powerful method of extracting semantic
information from images, enabling many subsequent rea-
soning tasks [14, 46, 68, 72, 93]. However, most exist-
ing studies in this field assume access to “clean” images.
This contrasts with real-world situations where images of-
ten have corruptions like sun glare, dust, water drops, and
rain [20, 23, 54, 67]. Being exposed to and handling such
corruptions is a challenging task for many systems as it is
unlikely that models can be sufficiently trained to handle
such domain shifts. Inspired by the human ability to recog-

Figure 1. We introduce a novel task: robust SGG in the
presence of real-world corruptions. Consider an image of a cat
obscured by sun glare as an example, where conventional methods
often struggle. Our HiKER-SGG leverages hierarchical knowledge
to first infer the broader category of an object, for example,
animal, before continuing to a more granular identification of
an object constrained to various animals. By utilizing such an
approach, we simplify the process to correctly identify it as a cat.

nize objects in corrupted images using prior domain knowl-
edge, our work leverages similar knowledge for scene graph
generators. This not only enables accurate identification
in corrupted images but also improves over state-of-the-art
model performance on clean images.

In this work, we propose a novel method – Hierarchical
Knowledge Enhanced Robust Scene Graph Generation
(HiKER-SGG) – which utilizes a hierarchical approach that
reasons over multiple levels of domain knowledge with in-
creasing granularity in order to generate accurate scene
graphs for both corrupted and clean images. Further, we
introduce an accompanying benchmark – Corrupted Visual
Genome (VG-C) – providing 20 procedurally generated im-
age corruptions, resembling common transformation and
various weather conditions. The proposed benchmark fills a
crucial gap in the field of scene graph generation and offers a
comprehensive evaluation platform to assess the robustness
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Figure 2. HiKER-SGG overview. Hierarchical knowledge graphs are constructed from an external knowledge base. Given an image,
we first initialize the scene graph using an off-the-shelf detector, Faster-RCNN [56]. We then create bridging connections between the
hierarchical knowledge graph and the initial scene graph and perform message passing for hierarchical graph reasoning. Finally, we design a
hierarchical inference process to guide the model in making step-by-step predictions explicitly.

of SGG models in adverse conditions.
Our method, HiKER-SGG, is visualized in Figure 1:

When given a previously unseen corrupted image, HiKER-
SGG first identifies object candidates by utilizing a pre-
trained object detector. For each proposed image region (e.g.,
a region surrounding a cat), HiKER-SGG determines the
type of the object by first identifying its high-level type (e.g.,
animal) before proceeding to more granular predictions by
selecting cat among the possible animals. A key benefit
of our proposed hierarchical approach is that the individual
classification tasks at each level of our hierarchy are simpler
than learning to create detailed predictions directly. Through
each level of our hierarchy, the search space is constrained to
the children of the previously identified superclass, making
HiKER-SGG a powerful method for scene graph generation,
particularly in the presence of image corruptions without
requiring explicit training on corrupted images. Making
a fundamental determination whether or not the depicted
object is an animal or an artifact may still be accurate
despite the corruption, which allows for more accurate object
classification in subsequent levels of our hierarchy.

To evaluate the effectiveness of our proposed HiKER-
SGG, we conduct comprehensive experiments on both the
original clean Visual Genome (VG) dataset and our intro-
duced VG-C benchmark. Remarkably, our proposed HiKER-
SGG outperforms state-of-the-art models on clean images,
and exhibits exceptional zero-shot performance in handling
various types of corrupted observations.

Our work opens new research avenues and emphasizes
the need for robust vision models to handle real-world image
challenges and proposes the following contributions:

• We propose HiKER-SGG, a novel method for generating
scene graphs through a hierarchical inference approach

over structured domain knowledge, allowing it to gradu-
ally specify increasingly granular classifications through
iterative sub-selection.

• We introduce a new synthetic VG-C benchmark for SGG,
containing 20 challenging image corruptions, including
simple transformations and severe weather conditions.

• Extensive experiments demonstrate that HiKER-SGG out-
performs current state-of-the-art methods on SGG tasks,
while simultaneously providing a strong zero-shot baseline
for generating scene graphs from corrupted images.

2. Related Work

Scene Graph Generation. Scene graph generation has
emerged as a key area of focus in computer vision research,
with the goal of offering a structured depiction of an im-
age through the identification of objects and their intricate
relations [5, 66]. Furthermore, numerous studies illustrate
that scene graphs can serve as a valuable source of auxil-
iary information, thereby enhancing image understanding for
applications such as image retrieval [33, 70, 83], image cap-
tioning [31, 44, 79], image synthesis [18, 34, 73], and visual
question answering [39, 53, 88]. The seminal work in this
domain was conducted by Xu et al. [75], which employs it-
erative message passing to generate visually grounded scene
graphs. Subsequent to this pioneering work, several re-
searchers have adopted the message passing mechanism to
better comprehend visual context [12, 21, 48, 71, 78].

While traditional SGG approaches have shown promising
results, they often suffer from the long-tailed distribution
of relation predicates [15, 27, 45, 61]. Predicates in visual
relations are often unevenly distributed, with head predicates
(e.g., on, have) dominating the relation expressions [24, 32,
42, 63, 76, 77]. Such general relation expressions, however,
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offer limited utility for in-depth visual relation analysis [1,
19, 22]. To address this challenge, He et al. [26] introduces
a knowledge transfer mechanism to leverage insights from
head relations to enhance the representation of tail relations.
Guo et al. [22] refines biased predicate predictions based on
the confusion matrix generated by training data. Our work
differs from conventional SGG in that we don’t assume that
observations are perfect. We allow for corruptions in images,
which are typical in real-world situations.

Knowledge Based SGG. Recently, several approaches
have been proposed to integrate external knowledge,
referred to as commonsense, to refine predicate and object
prediction [2, 3] and enhance the generalizability of the SGG
model [8, 21, 41, 81, 86]. Specifically, GB-Net [85] suggests
that a scene graph can be perceived as an instantiation
of a commonsense knowledge graph conditioned by the
content of the image, and employs GGNN [47] to iteratively
propagate messages between these two graphs for SGG task.
Furthermore, EB-Net [9] advances this by enriching the
knowledge graph for SGG with off-scene entities, thereby
offering a more comprehensive and context-aware scene
graph representation. In this work, we extend this by
introducing superclass nodes and incorporating hierarchical
edges into the knowledge graph, thereby facilitating
hierarchical prediction for SGG models. This is particularly
advantageous when observations are corrupted, where
features for specific classes are not easily detectable. In
such cases, the hierarchical knowledge guides the model
to first detect the superclass features. By adopting this
approach, we can streamline the search space and facilitate
more accurate predictions for finer classes.

Corrupted Observation Perception. In many computer
vision tasks, it is a common assumption among researchers
that the input image is invariably flawless and clear. However,
this is often not the case in practical scenarios. To address
this important issue, several benchmarks have been intro-
duced to assess the robustness of the neural network models
to real-world corruptions [28, 50]. Within the context of
corruption robustness, recent advancements can be broadly
categorized into transfer learning [51, 64, 65], adversarial
training [30, 37, 57], data augmentation [29, 82, 90, 91], and
large-scale pre-training [4, 17, 55]. Recently, LogicDef [80]
proposes a logic rules based defense method for adversarial
patch attacks on images with multiple objects, utilizing logic
rules learned from object relations to identify the attacked ob-
ject. However, their approach assumes that the attack patch
is on one single object, known to be under attack. Addition-
ally, they assume that the relations between objects remain
unaffected by the attack. In contrast, our work allows for cor-
ruption to occur at any location, potentially impacting an un-
known number of objects and relations, which is more chal-
lenging as well as more realistic. To the best of our knowl-
edge, ours is the first work to introduce corruptions into SGG

and to propose the integration of hierarchical knowledge to
ensure robust SGG in the presence of such corruptions.

3. HiKER-SGG
We introduce a novel framework HiKER-SGG, as illustrated
in Figure 2, to enable robust scene understanding for obser-
vations with potential corruptions.

3.1. Problem Definition

Given an image I in a dataset I , the SGG model aims to gen-
erate a directed scene graph G = {N , E}, where each node
Ni ∈ N in the scene graph represents a localized object with
bounding box bi and object class CEi , and each edge Ei ∈ E
denotes a predicate class CPi between two objects. A well-
constructed scene graph G contains a collection of visual re-
lation triplets (⟨subject-predicate-object⟩), which can
be utilized to comprehensively describe the image I.

Our proposed HiKER-SGG follows a two-stage paradigm.
We first generate a set of entity proposals with correspond-
ing features using an off-the-shelf object detector (e.g.
Faster-RCNN [56]) with a feature extraction network (e.g.
VGG [58] or ResNet [25]). The features extracted from the
union box between two entities are used to represent their
associated predicates. Leveraging these features, we jointly
make predictions for both the entity and predicate classes.

3.2. Hierarchical Structure Discovery

At the center of our work lies the hierarchical representa-
tion of domain knowledge. In this section, we introduce our
automated approach to define hierarchies given GloVe [52]
word embeddings and pattern similarity using MotifNet [87].
A straightforward method is to manually set up these hier-
archical relations. For instance, we can follow Zellers et
al. [87] to categorize 50 predicate classes into 3 superclasses,
namely geometric, possessive, and semantic, respec-
tively. Similarly, the 150 object classes can also be catego-
rized into 12 superclasses, such as artifact, animal, etc.

However, we recognize that there are various reasonable
criteria for defining these hierarchies (e.g., by functions,
sizes, materials). Setting up these hierarchies manually intro-
duces subjectivity, which could hinder the capability of our
approach on the unbiased SGG task. To address this issue,
we adopt a hierarchical clustering [35] algorithm, capable of
revealing multi-level clusters based on a similarity metric, to
discover the hierarchical structure for the entity and predicate
classes. The similarity function used in hierarchical cluster-
ing is the weighted sum of the following two similarities:

(1) Semantic Similarity. We use the GloVe [52] word
embeddings eE and eP to calculate the cosine similarity
between each pair of entities (E) and predicates (P):

Ssem
(
CE/P
i , CE/P

j

)
=

e
E/P
i · eE/P

j∥∥∥eE/P
i

∥∥∥∥∥∥eE/P
j

∥∥∥ . (1)
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(2) Pattern Similarity. We employ the MotifNet [87] base-
line to generate confusion matrices RE/P for both entities
and predicates on the training dataset of Visual Genome [38].
Each matrix entry,Rij , indicates the likelihood (between 0
and 1) that the actual class is i and the predicted class is j.
Recognizing that similar classes often have similar patterns
that might confuse our model, we compute the similarity
based on the probability of the baseline method’s misclassi-
fication between pairs of entities and predicates, written as

Spat
(
CE/P
i , CE/P

j

)
= RE/P

ij +RE/P
ji (2)

The hierarchies discovered through this method, which
consider both semantic and pattern similarities, offer a
more effective guidance for our hierarchical prediction
approach, as discussed in Section 4.3. More details about
the clustering algorithm and hierarchy visualization can be
found in Section A.1 of the Supplementary Materials.

3.3. Hierarchical Knowledge Construction

In the previous section, we discovered the hierarchies using
those two metrics. This section details the representation of
this hierarchical knowledge in our commonsense graph.

Commonsense Knowledge Graph. Initially, we con-
struct a commonsense knowledge graph that does not incor-
porate hierarchical knowledge. Similar to GB-Net [85], we
leverage a commonsense knowledge graph which contains
the possible relations between objects derived from extensive
datasets like ConceptNet [59], WordNet [49], etc. Its edges
serve as repositories of information regarding the general
knowledge associated with objects, exemplified by connec-
tions such as man-wears-shirt and cat-is-animal. For
simplicity, we define our commonsense graph as comprising
a set of commonsense entity (CE) nodes NCE and common-
sense predicate (CP) nodesNCP that are present in our SGG
task. The edges in the commonsense graph EC store the
relations between each pair of nodes in both sets, which can
be formally denoted as

EC = {ECE→CP
relation}∪{ECP→CE

relation}∪{ECE→CE
relation}∪{ECP→CP

relation}. (3)

We initialize the CE and CP nodes features with a linear
projection of their word embeddings [52] eEi and ePi :

xCE
i =LinearProj(eEi ), x

CP
i =LinearProj(ePi ). (4)

Hierarchical Commonsense Knowledge Graph. To
integrate hierarchical information discovered in Section 3.2
into the prediction process, we introduce a set of specialized
entity and predicate nodes across different levels within the
commonsense knowledge graph, referred to as commonsense
superclass entity (CXE) and commonsense superclass pred-
icate (CXP) nodes1, as shown in Figure 2. These nodes are

1We use “X” as the notation for “superclass” to avoid ambiguity.

denoted asNCXE andNCXP, and correspond to a set of over-
arching categories for entities and predicates, respectively.

The initial representations of these superclass nodes are
established by averaging the representations of Nk subclass
CE/CP nodes associated with each superclass, as follows:

x
CXE/CXP
k =

∑
i x

CE/CP
i

Nk
=

∑
i LinearProj(e

E/P
i )

Nk
. (5)

We also establish binary connections ECXP→CP/CXP
hierarchical and

ECP/CXP→CXP
hierarchical within the node sets NCXP and NCP to en-

code hierarchical information2. Similar hierarchical edges
are also established for the entity nodes. These edges also fa-
cilitate message passing, enabling the updating of superclass
node representations, which are subsequently employed in
computing superclass similarities. The final edges in the
commonsense graph EC can be represented by

EC={ECE→CP
relation }∪{ECP→CE

relation }∪{ECE→CE
relation }∪

{ECP→CP
relation }∪{E

CXE→CE/CXE
hierarchical }∪{ECE/CXE→CXE

hierarchical }∪

{ECXP→CP/CXP
hierarchical }∪{ECP/CXP→CXP

hierarchical }. (6)

3.4. Scene Graph Initialization

So far, we developed a hierarchical commonsense knowl-
edge graph sourced from knowledge databases. Our next
step is to construct a scene graph from the given input image.

A scene graph is different from a commonsense graph
in that: (1) each scene entity (SE) node NSE is associated
with a bounding box, i.e. NSE ⊆ [0, 1]4 × NCE; (2) each
scene predicate (SP) node NSP is associated with a pair of
SE nodes, i.e. NSP ⊆ NSE × NSE × NCP. The directed
edges ES in the scene graph can be similarly defined as

ES = {ESE→SP
subjectOf}∪{ESE→SP

objectOf}∪{ESP→SE
hasSubject}∪{ESP→SE

hasObject}. (7)

In our SGG settings, the true classes for the SE/SP nodes
might not be provided, which requires us to predict them.
Therefore, we modify the scene graph entity nodes needed
to be classified asN unk

SE ⊆ [0, 1]4, and scene graph predicate
nodes needed to be classified asN unk

SP ⊆ NSE×NSE, where
N unk

SE/SP means the classes of the SE/SP nodes are unknown.
To initialize the scene graph for each sample, we first

utilize the object detector to find potential objects. We then
create a SE node for each object and a SP node for each pair
of objects. The SE node is initialized by RoI-aligned [56]
feature vector vE

i , and the SP node is initialized by RoI
feature vP

i of the union bounding box:
xSE
i = FCNet(vE

i ) , xSP
i = FCNet(vP

i ), (8)

where FCNet denotes a fully connected network. It should be
noted that the weights for these two fully connected networks
are distinct and not shared.

2In order to represent the multi-level hierarchy we discovered, two
CXE/CXP nodes at different levels may also exhibit a hierarchical relation.
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3.5. Bridging Hierarchical Knowledge and SGG

To bridge the knowledge graph and the scene graph, we
create bridge edges EB to facilitate the mutual information
flow during training. Specifically, these bi-directional bridge
edges link an entity or predicate from the scene graph to
its corresponding labels in the commonsense graph3. The
bridge edges EB can be defined as

EB={ESE→CE
classTo }∪{ESP→CP

classTo }∪{ECE→SE
hasInst }∪{ECP→SP

hasInst }. (9)

Initially, we link each SE node to multiple CE nodes and
assign weights based on the labels predicted by Faster R-
CNN. The edges between SP and CP nodes start as an empty
set and will be updated during message propagation. Enforc-
ing the information flow between the knowledge graph and
the scene graph, we adopt a variant of GGNN [47] to update
node representations and propagate messages among nodes
using a Gated Recurrent Unit (GRU) [11] updating rule:

xϕ
i ← GRU Update(xϕ

i ), (10)

where← denotes updating the node representation, with the
superscript ϕ ∈ {SE,SP,CE,CP,CXE,CXP}.

After each iteration of message propagation, we compute
the similarities of each SE/SP node to all CE/CP nodes by

sim
(
xϕ
i ,x

ϕ
j

)
=

(
FCNet

(
xϕ
i

))⊤ (
FCNet

(
xϕ
j

))
. (11)

The pairwise similarities, which quantify the connections
between scene nodes and commonsense nodes, are used to
update the weights of the bridge edges after each iteration.
Explicitly, the weights of the bridge edges EB are updated by

wSE↔CE
ij ←

exp
(
sim

(
xSE
i ,xCE

j

))
∑

j′ exp
(
sim

(
xSE
i ,xCE

j′

)) , (12)

wSP↔CP
ij ←

exp
(
sim

(
xSP
i ,xCP

j

))
∑

j′ exp
(
sim

(
xSP
i ,xCP

j′

)) , (13)

where wSE↔CE
ij and wSP↔CP

ij represent the shared weights
of bi-directional bridge edges connecting a specific pair of
SE/SP and CE/CP nodes, respectively. After t steps of mes-
sage propagation, we can leverage the node representations
from both graphs to infer the unknown class of SE/SP nodes.

3.6. Hierarchical Inference

Using the updated node representations in both graphs, we
propose to determine the class of each unknown SE/SP node
by a hierarchical inference process. Here, we present the
inference process for predicate classification only. The same
paradigm is also applied to entity nodes.

Specifically, We enforce our model to infer the predicate
class sequentially from higher to lower levels. For simplicity,

3Given the symmetric nature of the relation, the bridge edges are imple-
mented as bi-directional directed edges with shared weights.

we introduce our approach using a 3-level hierarchy; how-
ever, this hierarchical inference scheme is scalable to accom-
modate a more complex hierarchy. In the 3-level case, the
CXP nodes can be split into two groups: higher-level nodes
denoted by N (1)

CXP and lower-level nodes denoted by N (2)
CXP.

The hierarchical path from the top superclass node to the final
subclass node can be expressed as N (1)

CXP→N
(2)
CXP→NCP,

which corresponds to the classification sequence from
higher to lower predicate class: CXP1→CXP2→CP.

Specifically, we first compute the similarities between
the node representations of each SP node and the higher-
level CXP nodes within the hierarchical knowledge graph to
determine the level-1 superclass probabilities, written as

P
(
CXP1 |N unk

SP

)
= Softmax

(
sim

(
xSP
i ,xCXP1

k1

))
. (14)

Here, k1 denotes the level-1 superclass indices, xCXP1
k1

de-

notes the node representation for N (1)
CXP, and sim(·, ·) is

defined according to Equation (11).
Once we have classified the level-1 superclass for each

unknown predicate node in the scene graph, we then examine
the conditional probabilities P

(
CXP2|N unk

SP , CXP1
)
, i.e., the

probabilities of level-2 superclass predicates given the level-1
superclass. The probabilities can be computed as follows:

P
(
CXP2|N unk

SP , CXP1
)
=Softmax

(
sim

(
xSP
i ,xCXP2

k2

))
, (15)

where k2 denotes the level-2 superclass predicate indices
in a given level-1 superclass. Ultimately, the conditional
probabilities of final subclass predicates can be written as

P
(
CP|N unk

SP , CXP2
)
= Softmax

(
sim

(
xSP
i ,xCP

j

))
. (16)

In general, given an unknown predicate node, the pre-
dicted probability of each predicate category can be com-
puted by multiplying the three probabilities derived above:

P
(
CP|N unk

SP

)
= P

(
CXP2|N unk

SP

)
· P

(
CP|N unk

SP , CXP2
)

(17)

=P
(
CXP1|N unk

SP

)
· P

(
CXP2|N unk

SP , CXP1
)
· P

(
CP|N unk

SP , CXP2
)
.

3.7. Adaptive Refinement

Due to the inherent bias in the Visual Genome [38] dataset,
most existing SGG models tend to favor commonly occur-
ring predicate classes. In this work, we integrate an adap-
tive refinement mechanism into our model to mitigate bi-
ases in predicate classes. This enhancement aims to predict
more specific and informative predicates (e.g., standing on,
sitting on), as opposed to general ones (e.g., on). Essen-
tially, our goal is to find transitioning probabilities P(CPs |CPg )
that can convert a general prediction into a more specific
prediction for predicate classes.

Unlike previous method like G2S [22] which incorporates
fixed transitioning probabilities to debias the predictions,
our adaptive refinement dynamically updates the transition
probabilities during the training process. Specifically, we
adopt the predicate confusion matrix generated by the Mo-
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tifNet [87] baseline as initialization for R. We then create
a transitioning probability matrix by row-normalizing the
diagonal-augmented confusion matrix:

T = RowNormalize (R+ I) , (18)

where I represents an identity matrix of the same size as the
confusion matrixR. The transitioning probability P(CPs |CPg )
can be subsequently represented by a particular entry Tij ,
which aligns with the respective classes CPs and CPg .

Combining this refinement with our hierarchical predic-
tion approach, we can rewrite Equation (17) as:

P
(
CP|N unk

SP

)
=P

(
CXP1 |N unk

SP

)
· P

(
CXP2|N unk

SP , CXP1
)

· P
(
CP|N unk

SP , CXP2
)
· P

(
CPs |CPg

)
. (19)

During the training stage, we aim to uncover deeper cor-
relations between predicate classes, facilitating a more fine-
grained prediction. Therefore, we propose to re-evaluate our
SGG model on the training dataset after each training epoch
to obtain a new T m following Equation (18). We then blend
this matrix with the one from the previous epoch using a
weighted linear combination:

T m ← αT m + (1− α)T m−1, (20)

where m represents the current epoch index, and α is a hy-
perparameter to control the update rate. This updated matrix
will be used for predicate classification in the next training
epoch. Additional discussions on adaptive refinement are
provided in Section A.3 of the Supplementary Materials.

During the training stage, we update our parameters using
the following loss terms to supervise both the superclass and
subclass predictions defined in Equations (14) and (19):

LXP1 = NLL Loss
(
P
(
CXP1|N unk

SP

)
, OneHot

(
CXP1
GT

))
,

LXP2 = NLL Loss
(
P
(
CXP2|N unk

SP

)
, OneHot

(
CXP2
GT

))
,

LP = NLL Loss
(
P
(
CP|N unk

SP

)
, OneHot

(
CPGT

))
, (21)

where CXP1/XP2
GT and CPGT represent the ground-truth labels

for the superclass and subclass predicates, respectively.

4. Experiments
In this section, we conduct extensive experiments on the
large-scale Visual Genome (VG) [38] dataset and our cor-
rupted Visual Genome (VG-C) benchmark. The results indi-
cate that HiKER-SGG excels beyond state-of-the-art models
with superior performance on both clean and corrupted im-
ages. It is noteworthy that our method is corruption-agnostic,
as it is trained solely on clean images and directly tested on
corrupted ones without additional training.

4.1. Experimental Settings

Datasets. Following the literature [9, 85], we conduct
experiments using the widely recognized Visual Genome
(VG) [38] dataset, which consists of 108,077 images, each

annotated with objects and relations. Following previous
work [75], we filter the dataset to use the most frequent 150
object classes and 50 predicate classes for experiments.

To standardize and evaluate SGG robustness, we create
a corrupted Visual Genome (VG-C) benchmark, which
comprises 20 corruption types designed to simulate real-
istic corruptions that may occur in real-world scenarios.
Specifically, the first 15 types of corruption introduced by
Hendrycks et al. [28] are widely recognized as standard
benchmarks for evaluating robustness. To further align with
real-world scenarios, we introduce 5 additional types of nat-
ural corruption4 to our evaluation: sun glare, water-drop,
wildfire smoke, rain, and dust. A detailed description and
visualization of the VG-C dataset are provided in Section
B.2 of the Supplementary Materials.

Tasks and Metrics. We assess the effectiveness of our
proposed approach in the context of two standard SGG tasks:
Predicate Classification (PredCls) and Scene Graph Classi-
fication (SGCls). We evaluate the performance of the SGG
models by top-k mean triplet recall (mR@k) metric on both
the PredCls and SGCls tasks. We also report the constrained
(C) and unconstrained (UC) performance results, depending
on the presence or absence of the graph constraint. This
constraint restricts our SGG model to predict only a single
relation between each pair of objects.

Implementation Details. We use the Faster-RCNN [56]
as the object detector, which is based on VGG-16 [58]
backbone provided by Zellers et al. [87]. Regarding FCNet

in Equations (8) and (11), we follow GB-Net [85] to use
3-layer fully connected networks with ReLU activation.
We set the message propagation steps t = 3 and use a
1024-dimensional vector to represent each node. The hy-
perparameter α in Equation (20) is set to 0.9. We also adopt
the BPL [22] method to train our SGG model with unbiased
data. In our experiments, we train our model for 30 epochs,
initializing the learning rate at 1× 10−4. A single NVIDIA
Quadro RTX 6000 GPU is used for all the experiments.

Baselines. We compare our performance with the follow-
ing state-of-the-art SGG methods: IMP+ [75], Neural Mo-
tifs [87], VCTree [62], PCPL [77], CogTree [84], EBM [60],
G2S [22], DLFE [10], RTPB [6], PPDL [43], NICE [40],
NARE [19], HML [13], SQUAT [36], PE-Net [92], PE-Net +
SIL [69]. Additionally, we compare our approach with SGG
methods that are knowledge graph-based, which are closely
related to our work: GB-Net [85] and EB-Net + EOA [9].
For a fair comparison, we present the performance results of
these methods directly from their respective original papers.

4.2. Results and Discussions

Quantitative Results. In Table 1, we report our perfor-
mance results for the PredCls task and SGCls tasks on clean

4Here, natural corruptions refer to image degradations that arise from
real-world environmental factors affecting the scene being captured.
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Table 1. Performance comparison with the state-of-the-art SGG methods on the Visual Genome [38] dataset. The best results for each
metric are in bold, while the second-best results are underlined. “-” denotes unavailable results due to incompatible experimental settings.

Method Venue
PredCls SGCls

mR@20: UC/C mR@50: UC/C mR@100: UC/C mR@20: UC/C mR@50: UC/C mR@100: UC/C

IMP+ [75] CVPR’17 - / - 20.3 / 9.8 28.9 / 10.5 - / - 12.1 / 9.8 16.9 / 10.5
Neural Motifs [87] CVPR’18 - / 10.8 24.8 / 14.0 37.3 / 15.3 - / 6.3 13.5 / 7.7 19.6 / 8.2
VCTree [62] CVPR’19 - / 14.0 - / 17.9 - / 19.4 - / 8.2 - / 10.1 - / 10.8
PCPL [77] ACMMM’20 - / - 50.6 / 35.2 62.6 / 37.8 - / - 26.8 / 18.6 32.8 / 19.6
Transformer + CogTree [84] IJCAI’21 - / 22.9 - / 28.4 - / 31.0 - / 13.0 - / 15.7 - / 16.7
VCTree + EBM [60] CVPR’21 - / 14.2 - / 18.0 - / 28.8 - / 8.2 - / 10.2 - / 11.0
G2S: Transformer [22] ICCV’21 - / 26.7 - / 31.9 - / 34.2 - / 15.7 - / 18.5 - / 19.4
MotifNet + DLFE [10] ACMMM’21 - / 22.1 - / 26.9 - / 28.8 - / 12.8 - / 15.2 - / 15.9
MotifNet + RTPB [6] AAAI’22 - / 28.8 - / 35.3 - / 37.7 - / 16.3 - / 19.4 - / 20.6
MotifNet + PPDL [43] CVPR’22 - / 27.9 - / 32.2 - / 33.3 - / 15.8 - / 17.5 - / 18.2
MotifNet + NICE [40] CVPR’22 - / 23.7 - / 29.8 - / 32.2 - / 13.6 - / 16.7 - / 17.9
MotifNet + NARE [19] CVPR’22 - / 21.3 - / 27.1 - / 29.7 - / 11.3 - / 14.3 - / 15.7
Transformer + HML [13] ECCV’22 - / 27.4 - / 33.3 - / 35.9 - / 15.7 - / 19.1 - / 20.4
SQUAT [36] CVPR’23 - / 25.6 - / 30.9 - / 33.4 - / 14.4 - / 17.5 - / 18.8
PE-Net [92] CVPR’23 - / 25.8 - / 31.4 - / 33.5 - / 15.2 - / 18.2 - / 19.3
PE-Net + SIL [69] ACMMM’23 - / 26.9 - / 33.1 - / 35.3 - / 16.7 - / 19.9 - / 20.7

GB-Net [85] ECCV’20 23.8 / 15.3 41.1 / 19.3 55.4 / 20.9 13.1 / 7.9 21.4 / 9.6 29.1 / 10.2
EB-Net + EOA [9] WACV’23 39.8 / 30.8 54.9 / 36.7 66.3 / 39.2 19.6 / 14.9 26.7 / 17.3 32.5 / 18.3
HiKER-SGG (Ours) - 42.1 / 33.4 57.9 / 39.3 69.2 / 41.2 22.6 / 18.2 30.0 / 20.3 36.7 / 21.4

Table 2. Performance comparison with the state-of-the-art SGG methods for the PredCls task on the corrupted Visual Genome [38]
dataset. We report the accuracy in percentage for the mR@20: UC/C, mR@50: UC/C, mR@100: UC/C metrics, structured in six rows. The
best results for each metric are in bold. The last column reports the average mean recall across all 20 types of corruption, and the percentage
decrease in blue when compared to the mean recall on clean images. †We evaluate these methods using the codes provided by the authors.

Method gaus shot imp dfcs gls mtn zm snw frst fg brt cnt els px jpg sun wtd smk rain dust Average mR

m
R

@
20

:C
/U

C GB-Net† [85] 15.2 16.0 15.2 16.9 14.9 16.5 16.6 17.9 18.9 21.4 21.6 14.7 16.8 16.6 18.2 16.7 17.8 16.0 20.1 18.5 17.3 (-27.3%)
EB-Net† [9] 28.0 29.8 27.4 31.2 26.5 30.3 30.5 32.1 33.2 35.8 36.3 27.3 30.3 27.0 30.6 30.6 30.7 33.7 35.6 30.1 30.9 (-22.4%)
HiKER-SGG 31.1 33.3 31.5 35.4 28.5 35.0 34.1 36.5 37.7 39.8 40.8 30.5 33.7 31.3 34.2 33.5 34.9 37.1 39.8 32.6 34.6 (-17.8%)

GB-Net† [85] 10.3 10.6 10.4 11.6 10.4 10.9 10.7 11.9 12.3 13.7 13.8 10.0 11.1 10.8 11.7 11.1 11.2 10.5 13.0 12.1 11.4 (-25.5%)
EB-Net† [9] 21.7 22.8 20.4 24.9 19.6 23.2 23.8 23.2 24.6 27.5 28.0 20.1 23.1 21.1 23.6 24.0 23.4 25.6 27.3 22.9 23.5 (-23.7%)
HiKER-SGG 24.8 25.8 24.8 27.5 22.4 27.4 26.4 27.8 28.7 31.1 31.5 23.3 26.0 24.3 26.5 26.3 26.8 28.5 30.9 24.9 26.8 (-19.8%)

m
R

@
50

:C
/U

C GB-Net† [85] 27.5 28.7 27.6 30.8 26.4 29.8 29.9 31.9 33.8 37.2 37.6 26.3 29.9 30.0 33.0 29.5 32.3 28.7 35.8 32.8 31.0 (-24.6%)
EB-Net† [9] 42.1 43.7 41.5 44.9 40.2 45.6 44.2 46.9 47.7 50.4 51.2 41.2 44.1 41.4 45.1 45.4 45.5 48.4 49.7 44.6 45.2 (-17.7%)
HiKER-SGG 46.7 48.4 46.9 50.2 43.2 49.6 48.3 51.3 52.5 55.1 55.9 45.0 48.1 46.0 49.9 48.6 50.0 52.4 54.8 47.0 49.5 (-14.5%)

GB-Net† [85] 13.3 13.6 13.3 15.1 13.6 14.1 14.0 15.4 15.6 17.4 17.5 13.0 14.5 14.4 15.2 14.5 14.6 13.6 16.6 15.4 14.7 (-24.2%)
EB-Net† [9] 24.8 27.6 25.6 28.3 25.9 28.9 29.4 29.3 30.5 32.0 32.8 26.1 28.6 26.3 27.9 29.2 28.6 30.8 31.8 27.2 28.6 (-22.1%)
HiKER-SGG 30.1 31.7 30.4 33.2 28.3 33.3 32.1 34.1 34.4 37.3 37.4 28.8 31.7 30.1 32.9 32.5 32.2 34.5 36.7 30.4 32.6 (-17.0%)

m
R

@
10

0:
C

/U
C GB-Net† [85] 40.1 41.9 40.1 43.8 37.8 42.9 42.7 45.1 47.1 50.8 51.7 37.8 42.8 42.9 46.6 42.5 46.1 41.2 49.6 45.9 44.0 (-20.6%)

EB-Net† [9] 54.7 56.0 52.9 56.8 52.4 55.6 55.3 58.4 59.9 61.6 61.1 53.3 55.0 54.3 57.7 56.4 57.6 59.0 60.7 54.8 56.7 (-14.5%)
HiKER-SGG 59.3 60.3 58.6 62.3 55.6 61.9 59.8 63.4 64.0 66.9 67.4 56.4 60.1 58.4 62.3 59.8 62.1 63.7 66.3 58.9 61.4 (-11.3%)

GB-Net† [85] 14.8 15.1 14.6 16.6 15.1 15.6 15.6 16.9 17.1 19.1 19.0 14.4 16.0 16.0 16.8 16.1 16.1 15.0 18.1 17.0 16.3 (-22.0%)
EB-Net† [9] 28.7 30.1 27.8 31.9 27.1 31.1 30.5 32.8 32.4 36.1 35.7 28.2 30.9 28.4 30.9 31.4 31.0 31.8 33.9 29.6 31.0 (-20.9%)
HiKER-SGG 32.7 33.8 32.6 36.0 30.4 35.7 34.7 36.3 36.7 39.9 39.7 31.1 34.2 32.7 35.4 34.9 35.4 37.1 39.2 32.6 35.1 (-14.8%)

images in the Visual Genome [38] dataset. With the hier-
archical predicate prediction paradigm, our method consis-
tently outperforms the knowledge graph-based GB-Net [85]
and EB-Net + EOA [9] methods. When compared with
other state-of-the-art SGG methods, our HiKER-SGG still
achieves competitive performance in terms of mean recall.

We also show our results on the VG-C dataset in Table
2 to demonstrate our method also generalizes well to unseen
real-world corruptions. Specifically, we compare our per-
formance with that of the knowledge graph-based methods
across all six metrics. Table 2 illustrates that our method
achieves an average improvement of around 4% across all
six metrics for all 20 types of corruption. Moreover, relative
to the clean image benchmark, our method exhibits a lower
percentage of performance degradation, showcasing our

model’s resilience in handling such corrupted scenarios. For
instance, in the presence of impulse noise corruption, our
mR@20, when considering graph constraints, experiences
an 8.6% reduction, dropping from 33.4% to 24.8%. In
comparison, the EB-Net [9] method shows a greater 10.4%
degradation, decreasing from 30.8% to 20.4%.

Qualitative Results. To provide further insights into the
effectiveness of our method, we visualize some scene graphs
generated by our method and the baseline GB-Net [85]
method, under both clean and corrupted scenarios in Figure
3. In the upper left section of the image, we can observe
the scene graphs generated by both methods on the clean
image. Notably, while GB-Net tends to predict more general
predicate classes (e.g., on), our method accurately predicts
the ⟨train-has-engine⟩ and ⟨logo-in-train⟩ triplets.
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Figure 3. Qualitative comparisons on the PredCls task. The visualized predicted predicates are picked from the top 50 predicted triplets.
Here, red dashed lines denote undetected predicates, solid red lines denote incorrect predictions, and solid green lines indicate correct
predictions. For an easier comparison, predicates correctly predicted by our method but incorrectly by GB-Net are highlighted in dark green.

Table 3. Ablation studies on the PredCls task using VG dataset.
PH and EH refer to predicate and entity hierarchical prediction
heads respectively, and M/D indicate whether these hierarchies are
manually configured (M) following Zellers et al. [87] or discovered
(D) by hierarchical clustering. AR refers to adaptive refinement.

PH EH AR mR@20: UC/C mR@50: UC/C mR@100: UC/C

% % % 39.8 / 30.8 54.9 / 36.7 66.3 / 39.2
% % ! 40.4 / 31.4 55.7 / 37.2 67.1 / 39.8
M % % 41.6 / 32.9 57.3 / 37.5 68.1 / 39.6
M M % 41.4 / 33.1 57.6 / 37.9 68.2 / 39.7
M M ! 41.8 / 33.2 57.7 / 38.1 68.7 / 40.0
D D % 41.7 / 33.2 57.7 / 38.8 69.0 / 40.4
D D ! 42.1 / 33.4 57.9 / 39.3 69.2 / 41.2

We also illustrate the SGG results under sun glare, water-
drop, and zoom blur corruptions obtained by both methods
in Figure 3. In these challenging scenarios, non-hierarchical
GB-Net [85], struggles to detect the relation since the region
feature is corrupted. In comparison, our method firstly deter-
mines the superclass relation rather than directly proceeding
to subclass classification. This strategy enhances the robust-
ness of our proposed method, enabling it to consistently
generate a similar scene graph as in clean images.

4.3. Ablation Studies

Effectiveness of Each Component. To systematically an-
alyze the impacts of different components in HiKER-SGG,
we conduct an ablation study on the Visual Genome [38]
dataset in Table 3. We have the following key observations:
(1) The inclusion of the hierarchical inference process for
predicate alone enhances the mR@k by 1.0%, and adding
the hierarchical inference process for entity further boosts
mR@k by an additional 0.5%; (2) Replacing manually con-
figured hierarchical structures with those discovered ones
yields a non-trivial 0.4%∼0.7% increase in mR@k; (3) Im-
plementing the adaptive refinement contributes to a further
improvement in performance by 0.2%∼0.8% mR@k.

Hyperparameter Analysis for α. We conduct experi-
ments with five distinct values for the hyperparameter α and
report the mR under the PredCls setting in Table 4. We can
observe that our setting of α = 0.9 yields the highest perfor-

Table 4. Hyperparameter analy-
sis for α in Equation (20).

Value of α mR@50 mR@100

α = 0.5 56.7 / 38.1 66.9 / 40.0
α = 0.8 57.4 / 38.5 68.5 / 40.7
α = 0.9 57.9 / 39.3 69.2 / 41.2
α = 0.95 57.6 / 38.9 69.1 / 40.9
α = 0.99 57.6 / 38.7 68.8 / 40.5

Table 5. Training time and pa-
rameter count of HiKER-SGG
compared with other methods.

Method Training # params

KERN [8] 179.1 min 405.2M
GB-Net [85] 84.6 min 444.6M
EB-Net [9] 89.7 min 448.8M
HiKER-SGG 101.3 min 455.9M

mance. The reason may be that this optimal value effectively
balances the surface-level and deeper biases among the pred-
icate and entity classes, which contributes to the improved
unbiased prediction capabilities of our HiKER-SGG model.

Efficiency Comparison. We also compare the training
time and the number of parameters of our HiKER-SGG
with other methods in Table 5. Our HiKER-SGG divides
a general classifier into multiple smaller hierarchical clas-
sifiers, thereby maintaining relatively high efficiency com-
pared to non-hierarchical methods such as GB-Net [85] and
EB-Net [9]. Specifically, while incorporating only 7M addi-
tional parameters and extending the training time by only 12
minutes per epoch, our HiKER-SGG exhibits significantly
enhanced robustness with both clean and corrupted images.

5. Conclusion
In this work, we first introduce a novel task, robust SGG
in the presence of real-world corruptions. To address the
challenge of interpreting visual scenes with corruptions,
we then propose the Hierarchical Knowledge Enhanced
Robust Scene Graph Generation (HiKER-SGG) framework.
HiKER-SGG is corruption-agnostic, trained exclusively
on clean images yet tested on corrupted ones without
further training. It leverages hierarchical knowledge
from external sources and a hierarchical prediction head,
serving as an algorithmic prior for decision-making, to
effectively reason and correct inaccuracies. Moreover, we
developed a corrupted Visual Genome (VG-C) benchmark
with 20 different corruptions to standardize and evaluate
SGG robustness. Through extensive experiments, we
have demonstrated that HiKER-SGG outperforms the
state-of-the-art models on both clean and corrupted images.
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HiKER-SGG: Hierarchical Knowledge Enhanced Robust Scene Graph Generation

Supplementary Material

In this supplementary document, we provide additional
details and experimental results to enhance understanding
and insights into our proposed HiKER-SGG. This supple-
mentary document is organized as follows:

• The hierarchical clustering process and visualization re-
sults in Section 3.2 are shown in Section A.1.

• A more detailed description for both the scene graph and
the hierarchical knowledge graph in Section 3.3-3.5 is
shown in Section A.2.

• More discussions about the adaptive refinement in Sec-
tion 3.7 is in Section A.3.

• We provide a more comprehensive description of the
experimental settings used in our study in Section B.1.

• A detailed description and visualization of the VG-C
dataset are provided in Section B.2.

• We also present more experimental results in Section B.3
and B.4.

• Finally, we discuss the potential limitations of the pro-
posed HiKER-SGG in Section C.

A. More Details about HiKER-SGG
A.1. Hierarchical Clustering

As we introduced in Section 3.2, we use a hierarchical clus-
tering algorithm to discover both the entity and predicate
hierarchies. We provide the pseudocode in Algorithm 1.
Specifically, hierarchical clustering initializes with individ-
ual class names as separate clusters and repeatedly merges
the two clusters with the highest similarity until only one
cluster remains. During each iteration, it updates the similar-
ity measures of the newly formed cluster with the remaining
clusters, ensuring that the most similar clusters are merged
at each step. This process results in a hierarchical structure
of clusters based on the defined similarity metric.

After completing the hierarchical clustering, we select
the three lowest-level clusters to conduct our hierarchical
inference process defined in Section 3.6. The discovered
predicate and entity hierarchies are visualized in Figure A1.
Notably, the discovered hierarchical structure reasonably
clusters similar classes in the same superclass, for example,
(1) wearing and wears in predicate classes, and (2) boy,
girl, child, and kid in entity classes. Although most
hierarchical relationships are accurately identified, some
may appear noisy from a human perspective. Nevertheless,
given that our clustering is based on pre-defined similarity
metrics, we do not perform additional cleaning and believe
our model is equipped to handle these issues.

In Section 4.3, we have shown that replacing manually
configured hierarchical structures with those discovered ones
yields a non-trivial 0.4%∼0.7% increase in mR@k metrics.
These results demonstrate that the hierarchies uncovered
by this method, provide more effective guidance for our
hierarchical inference approach.

Figure A1. The visualization of the discovered hierarchies on
the Visual Genome [38] dataset. Top: the discovered hierarchy
for 50 predicate classes; Bottom: the discovered hierarchy for 150
entity classes. In this work, we simply utilize 3-level hierarchies
for the hierarchical inference process.
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Algorithm 1: Hierarchical Clustering Algorithm
Input: Category set C = {Ci}ni=1; Similarity metric

Sim(·, ·) defined in Section 3.2.
Output: The hierarchy of clusters L.

1 Initialize the clusters L with n clusters, each
containing a class name;

2 repeat
3 Find pairs of clusters C1 and C2 in L with highest

similarity Sim(C1, C2);
4 Merge C1 and C2 into a new cluster C12;
5 Remove C1 and C2 from L;
6 for each cluster C̃ ∈ L do
7 Update the similarity of the created cluster

with other clusters with Sim(C12, C̃);
8 end
9 Add this new cluster C12 to L;

10 until |L| = 1;

Figure A2. The architecture and notations of our scene graph
and hierarchical knowledge graph. Nodes and edges within the
scene graph are orange, those within the knowledge graph are blue,
and the bridge edges that connect the two graphs are green.

A.2. Scene Graph and Hierarchical Knowledge
Graph

In Figure A2, we summarize the architecture and notations
of our scene graph and hierarchical knowledge graph we
construct in this work. Specifically, we have 6 different
types of nodes, as well as 3 types of edges. Below, we detail
each one individually.

We have 6 different types of nodes:

• Commonsense entity node NCE in the knowledge graph.
We only consider 150 entities from the VG dataset.

• Commonsense predicate node NCP in the knowledge
graph. We only consider 50 predicates from the VG
dataset.

• Commonsense superclass entity node NCXE in the

Figure A3. An illustration of adaptive semantic adjustment.
Left: the initial confusion matrix R0; Right: the confusion matrix
R5 after 5 training epochs.

knowledge graph. This includes a set of specialized en-
tity nodes at various levels, corresponding to overarching
categories of entities.

• Commonsense superclass predicate node NCXP in the
knowledge graph. This includes a set of specialized
predicate nodes at various levels, corresponding to over-
arching categories of predicates.

• Scene entity node NSE in the scene graph. Derived from
the commonsense entity node, each scene entity (SE)
node NSE is additionally linked with a bounding box,
i.e., NSE ⊆ [0, 1]4 ×NCE.

• Scene predicate node NSP in the scene graph. Originat-
ing from the commonsense predicate node, each scene
predicate (SP) node NSP connects a pair of SE nodes,
i.e., NSP ⊆ NSE ×NSE ×NCP.

We also have 3 types of edges to connect these nodes:

• Commonsense edges EC in the knowledge graph. These
edges within the commonsense graph EC delineate rela-
tionships between each node pair in both sets, function-
ing as a reservoir of general knowledge about objects.
Examples include connections like man-wears-shirt
and cat-is-animal.

• Scene edges ES in the scene graph. These edges encap-
sulate the relationships within the scene graph, linking
scene entities and predicates to denote interactions and
spatial relationships in a given scene.

• Bridge edges EB connecting commonsense nodes and
scene nodes. These bi-directional bridge edges link an
entity or predicate from the scene graph to its corre-
sponding labels in the commonsense graph. Given the
symmetric nature of the relation, the bridge edges are
implemented as bi-directional directed edges with shared
weights.

A.3. Adaptive Refinement

To provide insights into the adaptive refinement process in-
troduced in Section 3.7, we present a visualization of the
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initial confusion matrix R0, along with the updated confu-
sion matrix R5 after 5 training epochs in Figure A3. The
initial confusion matrixR0 exhibits strong performance in
general classes with more samples. In contrast, the updated
versionR5 strives for balanced accuracy across all predicate
classes. Simultaneously, rather than the initial matrix which
aims to reveal surface-level biases, the updatedR5 shifts its
focus to uncovering deeper and subtle correlations between
predicate classes, as indicated by more minor values off the
diagonal (e.g., near with along/and/between).

B. More Experimental Results

B.1. Experiment Settings

Tasks. Following previous work [9, 85], we assess the ef-
fectiveness of our proposed approach in the context of two
standard SGG tasks: Predicate Classification (PredCls) and
Scene Graph Classification (SGCls). In the PredCls scenario,
our model is provided with ground-truth bounding boxes
and their associated object classes, with the sole task of pre-
dicting the predicate class. In the SGCls scenario, the model
is only provided with known bounding boxes while the ob-
ject classes are treated as unknown, and our SGG model is
required to predict both the object and predicate classes.

Evaluation Metrics. We evaluate the performance of the
SGG models by top-k mean triplet recall (mR@k) metric
on both the PredCls and SGCls tasks. In specific, mR is the
average recall score between the top-k predicted triplets and
ground-truth ones across all 50 predicate categories, which
promotes unbiased prediction for less frequently occurring
predicate classes. A subject-predicate-object triplet is con-
sidered a match when all three components are correctly clas-
sified, and the subject and object bounding boxes align with
an IoU (Intersection over Union) score of at least 0.5. In our
experiments, we report the mean recall on k = 20, 50, 100
to comprehensively evaluate the effectiveness of our method.
We also report the constrained (C) and unconstrained (UC)
performance results, depending on the presence or absence of
the graph constraint. This constraint restricts our SGG model
to predict only a single relation between each pair of objects.

Implementation Details. We use the Faster-RCNN [56]
as the object detector, which is based on VGG-16 [58] back-
bone provided by Zellers et al. [87]. In our experiments, we
train our model for 30 epochs, initializing the learning rate
at 1× 10−4. This learning rate will decrease to 1/10 of its
value after every 10 epochs. A single NVIDIA Quadro RTX
6000 GPU is used for all the experiments.

Fairness. To the best of our knowledge, our work is
the first to tackle the robustness challenge in SGG, therefore
there are no other established baselines for this task available.
However, we do our best to ensure a fair comparison: all
models rigorously follow the same evaluation protocol stated
in Section 4. Our experiments are designed to highlight: (1)

Corruption Type Abbreviation

Gaussian Noise gaus
Shot Noise shot

Impulse Noise imp
Defocus Blur dfcs

Glass Blur gls
Motion Blur mtn
Zoom Blur zm

Snow snw
Frost frst
Fog fg

Brightness brt
Contrast cnt
Elastic els
Pixelate px

JPEG Compression jpg
Sunlight glare sun

Water drop wtd
Wildfire Smoke smk

Rain rain
Dust dust

Table B1. Abbreviations of the 20 corruption types in our created
corrupted Visual Genome (VG-C) benchmark.

Compared to GB/EB-Net, HiKER-SGG enables a more com-
prehensive and efficient exploitation of KG information. (2)
Compared to other methods, the performance gain demon-
strates the effectiveness of KG in enhancing SGG. To ensure
a fair comparison with non-graph-based methods, we also
conduct an experiment that set the message propagation steps
as t = 0 to isolate the effect of KG. In the PredCls tasks, the
mR@50/100 accuracy remains competitive at 34.9%/37.1%.

B.2. Corrupted Visual Genome Benchmark

In addition to the clean Visual Genome dataset, we also
evaluate our method on the corrupted Visual Genome [38]
(VG-C) dataset, which comprises 20 versions of corrupted
images designed to simulate realistic corruptions that may
occur in real-world scenarios, thereby providing insights
into the models’ robustness under various corruption condi-
tions. Of these corruptions, the first 15 types of corruption
introduced by Hendrycks et al. [28] are widely recognized
as standard benchmarks for evaluating robustness within
the research community. To further align with real-world
deployment scenarios, we introduce 5 additional types of
natural corruptions to our evaluation:

• Sunlight glare: Sunlight glare refers to the interference
caused by excessive sunlight or bright light sources in an
image. It typically results in overexposed or washed-out
areas in the photo, making it difficult to discern details
and colors.
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Table B2. Multi-hop accuracy on the PredCls task using the
Visual Genome [38] dataset. We compare our method with EB-
Net [9] method, assessing performance based on both level-1/2
superclass and final subclass accuracy.

Setting mR@20: UC/C mR@50: UC/C mR@100: UC/C

E
B

-N
et 1-hop 51.6 / 50.5 68.2 / 63.7 79.4 / 68.1

2-hop 45.4 / 40.2 62.8 / 48.9 73.7 / 52.0
3-hop 39.8 / 30.8 54.9 / 36.7 66.3 / 39.2

O
ur

s 1-hop 59.6 / 57.8 75.6 / 69.1 87.7 / 75.3
2-hop 50.8 / 45.2 67.7 / 53.8 79.6 / 57.2
3-hop 42.1 / 33.4 57.9 / 39.3 69.2 / 41.2

• Water drop: Water drop corruption occurs when wa-
ter droplets or condensation obstruct the camera lens or
affect the image sensor. This can create blurry or dis-
torted portions of the image and often results in a hazy
or unfocused appearance.

• Wildfire smoke: Wildfire smoke corruption pertains to
images taken in areas affected by heavy smoke. It causes
reduced visibility, a haze or smoky appearance, and can
obscure objects in the frame.

• Rain: Rain refers to the presence of falling raindrops
in an image. Rain can cause blurriness and distortions,
making it difficult to see objects clearly.

• Dust: Dust corruption results from particles or dust set-
tling on the camera lens or sensor. This can lead to the
appearance of dark spots or specks in the image, which
may obscure details and reduce clarity.

We establish 5 distinct severity levels for each corruption,
following Hendrycks et al. [28] to facilitate future bench-
marking. Table B1 presents a summary of the abbreviations
used for the various types of corruption. To illustrate the ef-
fects of these corruptions, we present the corrupted versions
of two example images in Figure B4.

We have already made the processing code for gen-
erating these corruptions available (VG-C benchmark)
at https://github.com/zhangce01/HiKER-SGG. This bench-
mark offers a comprehensive evaluation platform to assess
the robustness of SGG models in adverse conditions, and
we encourage the formulation of new SGG models to be
evaluated using this benchmark, emphasizing the real-world
applications of the SGG task.

B.3. Multi-Hop Accuracy

To further illustrate the robustness of our method, we com-
pare HiKER-SGG with EB-Net [9] by multi-hop mean recall
metrics on the Visual Genome dataset in Table B2. Our
evaluation criterion is as follows: a 1/2-hop prediction is con-
sidered correct if any of the final predicted predicate classes
in the triplets correspond to the true level-1/2 superclass. By
designing our model to predict from higher to lower levels,
our HiKER-SGG not only achieves state-of-the-art perfor-

Table B3. Training time, testing time, and parameter count of
HiKER-SGG compared with other methods.

Method Training (/epoch) Inference (/image) # params

KERN [8] 179.1 min 0.32 s 405.2M
GB-Net [85] 84.6 min 0.20 s 444.6M
EB-Net [9] 89.7 min 0.22 s 448.8M
HiKER-SGG 101.3 min 0.24 s 455.9M

mance in final subclass prediction, but also exhibits superior
performance in 1/2-hop superclass prediction, outperforming
the baseline method by an average of 8% and 5% in mean
recall, respectively. This performance highlights that when
unable to classify to the final subclass, HiKER-SGG tends
to more accurately predict the superclass, illustrating the
robustness of our hierarchical prediction approach.

B.4. Inference Time

In Section 4.3, we have shown that our HiKER-SGG ex-
hibits significantly enhanced robustness with both clean and
corrupted images with only about 10% training costs. In
Table B3, we also include inference time form comparisons.
A single NVIDIA Quadro RTX 6000 GPU is used for all
the experiments. When compared to state-of-the-art meth-
ods such as GB-Net [85] and EB-Net [9], the HiKER-SGG
model only extends the inference time by a slight 0.02-0.04
seconds. This minor increase is likely negligible in practical
real-world deployment scenarios.

C. Limitations
We identify two potential limitations of our HiKER-SGG
method: (1) For each new dataset, a hierarchical structure
must be re-discovered, potentially increasing complexity.
Additionally, the selection of similarity metrics also includes
bias or the prior incorporation by humans. We acknowledge
that the choice of measures does reflect a one-time prior hu-
man incorporation. However, once determined, the process
becomes systematic. This is fundamentally different from
the continuous, subjective interventions that characterize the
human bias we aim to avoid. (2) Our method is tested in
corrupted experiments on PredCls and SGCls tasks, assum-
ing the accuracy of detected bounding boxes. However, in
cases of severely corrupted images where the object detector
fails to recognize objects, our HiKER-SGG method may not
perform effectively. However, in our experiments, a simple
Faster-RCNN is able to identify nearly 50% of the GT boxes
even under corrupted scenarios; In contrast, given the GT
boxes, SGG models can only achieve about 11% mR@100
in SGCls task. This highlights the practical significance of
enhancing the robustness of SGG models. Besides, we also
notice that there is another line of work and benchmarks (e.g.,
Foggy Cityscapes) focusing on designing robust detectors.
Combining our approach with them could further enhance
the overall reliability of the system.
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Figure B4. All the 20 corruption types we used in our corrupted experiments. The first 15 types of corruption are introduced by
Hendrycks et al. [28], and we introduce 5 additional types of natural corruptions for a more comprehensive and practical evaluation.
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